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Abstract 
Telling a story requires various emotional ups and downs as well as pauses. 
Preparing a parallel corpus for emotional voice conversion is often costly and 
impractical. Developing high-quality non-parallel methods poses a significant 
challenge. Although non-parallel methods have been shown to enable emo-
tional voice conversion, its capability for Chinese storytelling has not been 
clarified. Additionally, the storytelling results of emotional voice conversion 
have not been validated within a 3-12-year-old children. This study proposes 
a two-stage Chinese Storytelling Style Speech Generation System (SSPGS) 
composed of a text-to-speech system and an emotional voice conversion mod-
ule. The SSPGS requires no parallel utterances, transcriptions, or time align-
ment procedures for speech generator training and requires only several 
minutes of training examples to generate reasonably realistic sounding speech. 
A small corpus neutral speech model is constructed on the text-to-speech sys-
tem in the first stage, which is based on the speech synthesis system using a 
Hidden Markov Model (HMM). In the second stage, the emotional voice con-
version module based on Cycle-Consistent generative adversarial networks 
(CycleGAN) is built. It enables the neutral speech generated by the text-to-
speech system in the first stage to be transformed into the happiness, anger, 
and sadness necessary for storytelling tone using the timbre (spectrum), pitch 
(fundamental frequency F0), and rhythm (speech rate) of neutral speech. The 
validity of SSPGS is verified in two ways. First, a 5-point Mean Opinion Score 
(MOS) was performed for young children’s parents. The results demonstrated 
that compared with general speech synthesizers, such as Google, the system 
generated more natural and genuine sound, that was more preferrable to the 
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target audience. After that, the kids underwent a story immersion evaluation. 
Analysis of the degree of engagement, liking, and empathy in listening to the 
story revealed no statistically significant difference between real-person dub-
bing and emotional speech synthesis dubbing. As a result, it has been initially 
confirmed that SSPGS might be added to the story robot product in the future. 
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1. Introduction 

Story robot has a strong and rigid demand in the 3-12-year-old children’s toy mar-
ket. Therefore, many electronics manufacturers use cute animal designs to enter 
the market. Each story robot contains 20,000 stories and stories are continually 
improving every year. The number of stories made by domestic manufacturers in 
Taiwan region is only 1% of mainland China’s. The cost of real-person dubbing is 
a significant factor. Using voice actors to record stories cost about 4~5 Taiwan 
region dollars per word. A short 1500-word story would cost about $6000~7500, 
so 10,000 short stories would cost more than $70 million for dubbing. Reduced 
dubbing costs and shorter dubbing times have emerged as problems that the in-
dustry must address.  

Can a text-to-speech system (TTS) be used to tell the story? Leite et al. [1] point 
out that there are high-tension emotional ups and downs when telling a story. 
Sarkar et al. [2] also point out that when telling stories to children, it’s necessary 
to pause more frequently. As a result, the storyteller will change the voice for the 
words with prominent emotions to introduce sad or happy in the story to increase 
the liveliness of the storytelling voice and gather the attention of the audience. 

For emotional voice conversion technology, most studies aim to build an emo-
tion conversion system using machine learning or deep learning [3]. These sys-
tems are generally trained on parallel data, which consists of the same sentences 
recorded in audio files that capture both neutral and various emotional tones. The 
systems include the Japanese language family [4]-[7], the Indian language family 
[8], the Korean language family [9] [10], English language family [11]-[13], and 
French language family [14]. These researches from different countries have fo-
cused on developing emotional conversion models in line with local language and 
culture to convert neutral speech to emotional speech (happy, angry, sad, sur-
prised, etc.), and to increase the effect of emotional speech in storytelling. Given 
the challenges in obtaining emotional parallel corpus, the latest research trend is 
to use the non-parallel methods to establish emotional conversion under the con-
dition of non-parallel training data. 

As a result, generative adversarial networks (GAN) have attracted the most at-
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tention. Kaneko et al. [15] are the first to create Cycle-Consistent GAN (CycleGAN) 
in the field of speech conversion. The research concentrated on transforming tim-
bre (spectrum/spectrum parameters) eigenvalues with CycleGAN. Subsequent 
Asakura et al. [16] immediately propose to add the pitch parameter (pitch/funda-
mental frequency F0) to the application of emotional speech conversion.  

Zhou et al. [17] use CycleGAN to convert the two eigenvalues of timbre and 
pitch and then merge them in English language. The results revealed that the spec-
tral distortion rate (mel-cepstral distortion) was lower than that of the linear 
transformation model trained on the parallel corpus. Meanwhile, Rizos et al. [18] 
propose CycleGAN implementation for speech emotion conversion as a data aug-
mentation method in English language. Additionally, He et al. [19] refine Star-
GAN for emotional voice conversion, reducing distortion and improving data 
augmentation with 2% and 5% F1 score gains in Japanese language. Finally, Mori-
tani et al. [20] adapt StarGAN for emotional voice conversion in Japanese lan-
guage, evaluating neutrality, similarity, and interdependence between emotional 
domains. Although non-parallel methods have been shown to enable emotional 
voice conversion, its capability for Chinese storytelling has not been clarified. Ad-
ditionally, the results of emotional voice conversion have not been validated 
within a 3-12-year-old children.  

This study proposes a Storytelling Style Speech Generation System (SSPGS) to 
convert rich emotional speech needed for Chinese speech synthesis to be applied 
to children’s stories. Two stages make up the system. The first stage is developing 
a TTS system in the case of a small corpus recording. The second stage is to build 
an emotional speech conversion module that, in the absence of a parallel corpus, 
can change the timbre (spectrum), pitch (fundamental frequency F0), and speech 
rate necessary for emotional speech. The module allows for the conversion of a 
neutral voice to happy, angry, and sad. It uses CycleGAN to transform the spec-
trum (Mel-Generalized Cepstral Coefficients: MGCEP) and fundamental fre-
quency F0 parameters, respectively. A 5-point Mean Opinion Score (MOS) was 
performed for young children’s parents, while the kids themselves underwent a 
story immersion evaluation. 

2. Related Work 
2.1. Storytelling System 

The idea of using speech synthesis in storytelling systems was first put forth in 
2006 [21]. This research recorded three stories in the storytelling and conversation 
styles and manually examined the pitch contours of the two stories. It compared 
speech’s average, variation, maximum, and minimum pitches developed a con-
version model that can be applied at various points in a sentence and carried out 
an experiment on speech synthesis in the form of a story. The study successfully 
attracted attention. However, at the time this study was conducted, neither the 
idea of data-driven conversion models nor the exploration of emotional speech 
was included. 
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The follow-up research on speech synthesis for storytelling concentrated on the 
pause technology of speech synthesis. Using the pause model, sentences are given 
pauses of varying lengths to create the rhythm of the storytelling style (pause pre-
diction). The rhythms of storytelling styles include Kazakh studies [22], Malay 
studies [23]-[27], Indian language studies [28]-[30], Chinese language studies 
[31]-[33] and Japanese studies [34] [35]. 

Parakrant et al. [28]-[30] applied speech synthesis to the Hindi-speaking story-
telling system, which was based on a neutral text-to-speech system. It deployed: 1. 
Story-specific emotion detection module. 2. Story-specific prosody generation 
module (SSPG): Through the prosody rule set, each emotion has its correspond-
ing prosodic parameters, which are converted through a simple linear transfor-
mation function, including pitch, duration/tempo, intensity, and pause. 3. Story-
specific prosody incorporation module. 

The operation process is as follows: Two processes are performed after the story 
corpus is read. First, the neutral voice is synthesized through the neutral voice 
TTS, and the sentence text is sent to the emotion recognition module for latent 
semantic analysis. Each sentence is then categorized into emotions. The corre-
sponding acoustic parameters are then generated following the SSPG, and the 
modified parameters are included in the synthesized neutral speech by the merg-
ing module. In the follow-up, the scholar continued to develop the system. An 
effective three-stage story pause prediction model was created using the classifi-
cation and regression tree (CART) through the data-driven approach [27]-[29]. 

For Malay speakers, Ramli et al. [25]-[27] discusses several storytelling speech 
synthesis systems that transform neutral speech into emotionless storytelling 
speech (emotion-insensitive) for Malay. In his research, experienced storytellers 
(one male and one female) recorded story parallel corpus. Each sentence was rec-
orded in normal and storytelling style, comprising 116 sentences, 1164 words, and 
2732 syllables. 124 stressed syllables were manually tracked using the program 
tool, and the stressed syllables were subjected to a cluster analysis of pitch con-
tours. By comparing the differences between the global (sentence) and regional 
(word) conversion models of prosodic parameters, it was able to identify six pat-
terns and solve the issue of inadequate conversion of existing pitch parameters. 

Costa et al. [36] developed a storytelling robot that can present facial expres-
sions as a storytelling carrier. It contrasted the use of real-person dubbing and 
voice synthesis for storytelling using empirical data. The results demonstrate sig-
nificant empathy differences among listeners. However, there were no significant 
differences in engagement and liking. This study created a crucial benchmark for 
the advancement of speech synthesis in the narrative. However, Costa only used 
a single neutral voice TTS to synthesize stories. The neutral pronunciation like 
Google or Siri, is very different from the speech synthesis needed for storytelling. 

2.2. Emotional Voice Conversion 

Vuppala et al. [37] focus on converting neutral speech to angry speech by using 
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non-uniform duration modification, specifically altering vowel and pause dura-
tions. Subjective listening tests show better emotion perception compared to uni-
form duration modification. Building on this, Vydana et al. [38] propose a rule-
based emotion conversion technique that also focuses on vowel-based non-uni-
form prosody modification. They analyze factors like position and identity to ad-
dress non-uniformity in prosody and report better performance than existing 
methods in subjective listening tests. 

Chatziagapi et al. [39] address data imbalance in Speech Emotion Recognition 
(SER) by exploring conditioned data augmentation with Generative Adversarial 
Networks (GANs). They enhance a conditional GAN architecture to generate syn-
thetic spectrograms for underrepresented emotions. Compared to signal-based 
data augmentation methods, their GAN-based approach demonstrates a 10% per-
formance improvement in IEMOCAP and 5% in FEEL-25k when augmenting mi-
nority classes.  

Subsequently, Rizos et al. [18] introduce an adversarial network for speech 
emotion conversion that uniquely does not require parallel data. Their method 
improves classification by 2% and 6% in Micro- and MacroF1 scores, although 
they note some human confusion exists in complex emotional attributes. In a sim-
ilar vein, He et al. [19] propose an improved StarGAN framework for emotional 
voice conversion that effectively separates emotional from non-emotional fea-
tures. Their model not only reduces audio distortion but also enhances data aug-
mentation, improving Micro-F1 by 2% and Macro-F1 by 5%. Lastly, Moritani et 
al. [20] extend the capabilities of StarGAN by adapting it to emotional voice con-
version for Japanese phrases. They perform subjective evaluations to assess neu-
trality and similarity, and also take the opportunity to investigate the inter-de-
pendence between source and target emotional domains for conversion quality. 

3. Storytelling Style Speech Generation System 
3.1. SSPGS System Architecture 

The SSPGS architecture of this study is depicted in Figure 1 below, which is mainly 
divided into the upper half (1st Stage), Text-to-speech system (TTS), and the lower 
half (2nd Stage), emotional voice conversion module. The text-to-speech system 
enables users to input story text and send out neutral voices. The emotional voice 
conversion module then takes the neutral voices as input, converts them into ex-
pressive voices, and outputs them as needed for the particular story style. 

Text-to-speech module is a text-to-speech acoustic model based on the Hidden 
Markov Model based speech synthesis system (HTS). It enables users to romanize 
Chinese sentences using the Chinese phoneme model and then uses the context-
dependent label format to map each phoneme to the acoustic parameters (pitch, 
spectrum, duration, and intensity). First, the corresponding HMM is selected 
through the phoneme decision tree model, and then the HMM is merged. The 
sound can be played after the HTS module provides the MFCC/F0 parameters by 
first converting it to a raw or wav file through WORLD. 
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Figure 1. SSPGS system architecture. 
 

Emotional voice conversion module is a two-step emotional voice conversion 
framework. It converts each type of emotion (Neutral-->Happy, Neutral-->An-
gry, Neutral-->Sad) to construct its corresponding emotion converter. The first 
step is to convert the neutral speech into the corresponding duration of the emo-
tional speech (speech rate/Tempo conversion). Then, in the second step, the con-
version of spectrum MGCEP and fundamental frequency F0 (pitch) is performed 
for the emotion, wherein MGCEP adopts 24-dimensional spectral parameters, F0 
adopts 10-dimensional frequency F0, and adopts CycleGAN for training and con-
version. Finally, the audio files with emotions are combined and produced. The 
objective indicators Average Mel-cepstral Distortion (MCD) and Root Mean 
Square Error (RMSE-F0) are used in conjunction with the parallel corpus method 
and the natural emotional voice to assess the similarity error. 

3.2. Emotion Voice Conversion Module 

The emotion voice conversion module is depicted in Figure 2 below. The upper 
part is the training phase, and the lower is the conversion phase. The input source 
for the training section uses a non-parallel corpus of neutral and emotional voice 
files that were both recorded by the same speaker, with one sentence serving as 
the units. For instance, 500 neutral tone files and 500 happy tone files (without 
the exact sentence text) can be used for input training to train a neutral->happy 
emotion conversion model. The input audio file is extracted through a speech en-
coder (such as WORLD/PML) to extract 24-dimensional Mel-generalized cepstral 
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coefficients (MGCEP), V/UV duration parameters, and one-dimensional fre-
quency F0. 

In the preprocessing of the parametric fundamental frequency F0, this research 
uses Continuous Wavelet Transform (CWT) to carry out high-dimensional ex-
traction of the fundamental frequency F0. To create F0 in various time scales, it 
employs multiple multi-scale modeling to decompose the eigenvalues of 10 di-
mensions. The operation mode is primarily to give a mother wavelet ψ(t). We can 
replace the sound frame t with t/a by 1. Scaling the mother wavelet ψ(t), and 2. 
Translating the mother wavelet ψ(t). We can replace t with t-b or t+b to obtain 
the rest of the sub-wavelet functions as the basis of wavelet transformation. The  
sub-wavelet functions are expressed as ( ) ( ) ( )( ), 1a b t a t b aψ ψ= − . These wave-

let functions must be orthonormal and have a finite amount of energy. Addition-
ally, one can find out how to get Discrete Wavelet Transform through 

( ) ( )2
, 0 0 0 ,m m

m n t a a t nb m n Zψ ψ −= − ∈ . The parameters a and b are expressed as 

follows: 0 0 0,m ma b nb aα − −= = . The wavelet set can be obtained from them since m 
and n are integers. If 0 2a = ， 0 1b = , the coefficient obtained by the wavelet func-
tion, and the inner product of the signal f(t) is the wavelet coefficient, then it is 

CWT, ( ) ( ) ( )  
, , ,, da b a b a bf t t f t tω ψ ψ

∞

−∞
= = ∫ , and the discrete wavelet coeffi-

cient can be obtained through: ( ) ( ) ( )( )2
, , 0 0 0, m m

m n m n t f t a a t nbω ψ ψ= = −∫
( )df t t . Furthermore, the function f(t) can be rebuilt from the wavelet coefficients 

back through ( ) ( ), ,m n m nm nf t tω ψ= ∑ ∑ . 
 

 

Figure 2. The structure of the emotion voice conversion module. 
 

Three conversion models will be trained during training, including 1. Use ini-
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tial–middle–final methods to develop a speech rate conversion function. First, use 
the eigen-values parameter to extract the V/UV duration made up of voiced and 
unvoiced segments. After that, compare the average voiced/unvoiced durations in 
a sentence’s front, middle, and back for neutral and emotional speech. Finally, 
establish a linear mapping function of the front, middle, and back as a speech rate 
conversion model. 2. Use CycleGAN to establish a 10-dimensional frequency F0 
conversion function (F0-CycleGAN Conversion Function). 3. 24-dimensional 
MGCEP conversion function can be created using CycleGAN (MGCEP-Cy-
cleGAN conversion function). We input the neutral voice to start conversion. 
First, the WORLD/PML encoder converts the signal into V/UV duration param-
eters, 1-dimensional frequency F0, and 24-dimensional MGCEP. To get a 10-di-
mensional frequency F0 from one of them, a 1-dimensional frequency F0 can be 
disassembled using CWT. First, we feed it into the speech rate conversion func-
tion. Then, we translate the number of sound frames with neutral speech duration 
into sound frames with emotional speech duration to produce the converted 24-
dimensional MGCEP and 10-dimensional frequency F0 through F0-CycleGAN 
conversion function and MGCEP-CycleGAN conversion function. After the 10-
dimensional frequency F0 is converted into a 1-dimensional frequency F0, we 
send it to the WORLD/PML encoder with the 24-dimensional MGCEP to com-
bine and encode the emotional wave file. Additionally, a linear function is used in 
this study’s volume (intensity) to establish a conversion transformation function. 
Since the procedure is fairly straightforward, a detailed description will not be 
provided. 

3.2.1. First Step: Speech Rate Conversion Model 
In the first step, that is, the conversion of speech rate, this study developed a gen-
eral emotional speech rate conversion. It can be applied to the conversion struc-
ture of a non-parallel corpus. The fact that this method can convert data without 
the use of an additional automatic speech recognition module is by far its biggest 
benefit. Furthermore, because the various shifts in the Initial, middle, and final 
positions of the speech rate will create the rhythm of the emotion in the emotional 
sentences of the story, a factor that dynamically changes the speech rate with time 
is added. To complete the construction of this general model, it is combined with 
the Initial–middle–final method.  

In the model training phase, each sentence of the parallel corpus, such as neu-
tral and happy voice files, is first processed by voice signal preprocessing. Then, 
using PML’s (pulse model in log domain vocoder) phase distortion deviation, each 
sentence’s voiced and unvoiced segments are determined. They are referred to as 
V/UV as a whole. Next, the sound frame alignment of parallel corpus V/UV is 
carried out through Dynamic Time Warping. The durations are then examined in 
light of the V/Initial, UV’s middle, and final positions within the sentence. Finally, 
a speech rate conversion model is created using the mean mapping ratio of V/UV 
in each position interval, as shown in Figure 3 below. 
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Figure 3. Initial-middle-final speech rate conversion method. 
 

As part of the conversion process, the conversion model is used to calculate the 
voiced segment and unvoiced segment’s shrinking/compressed, stretching, or 
kept parts. The speech frame sequence can then be increased and decreased using 
cubic spline interpolation to present the speech rate conversion. In the next stage, 
MGCEP and F0 conversion can be performed for the speech frame sequence after 
speech rate conversion. 

3.3.2. Second Step: MGCEP and F0 Conversion Model 
In this study, CycleGAN consists of two generators (Gx→y and Gy→x) and two dis-
criminators (Dy and Dx) as illustrated in Figure 4 below. Taking X for neutral 
speech and Y for happy speech as an example, the target is to throw neutral and 
happy speech into training, so that these four neural networks (Gx→y, Gy→x, Dy, Dx) 
constituted CycleGAN, its loss function is minimized, and the overall objective 
formula is: 

 
( ) ( )

( ) ( )
, ,

, ,

full adv x y y adv y x x

cyc cyc x y y x id id x y y x

L L G D L G D

L G G L G Gλ λ

→ →

→ → → →

= +

+ +
 (1) 

The overall goals include 1). Adversarial loss: including forward Ladv(Gx→y, Dy) 
and reverse Ladv(Gy→x, Dx). Adversarial loss mainly measures the voice quality, that 
is, whether the converted voice resembles an emotional voice. 2). Cycle-con-
sistency loss: Lcyc(Gx→y, Gy→x) is mainly to maintain the consistency of the contex-
tual information of the input and output speech but also to prevent the generated 
speech being emotional. However, it is very different from the original sentence. 
3). Identity-mapping loss: Lid(Gx→y ,Gy→x) is mainly to maintain the linguistic-in-
formation consistency of input and output speech. The λcyc and λid represent trade-
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off weight parameters. The adversarial loss function mainly includes two parts. It 
includes the adversarial function Ladv(Gx→y, Dy) formed by the generator G x→y and 
the discriminator Dy of the neutral turning happy. It also includes the adversarial 
function Ladv(Gy→x, Dx) formed by the generator Gyx and the discriminator Dx of 
happy to neutral. The neutral-to-happy adversarial function Ladv(Gx→y, Dy) is cal-
culated as follows:  

 
( ) ( ) ( )

( ) ( )( )( )
~

~

, log

log 1

adv x y y y PData y

x PData y x y

L G D E y D y

E x D G x

→

→

 

+ −

=

 
 

 (2) 

Ex~PData(x)[log(1-Dy(Gx→y(x)))] denotes the happy voice Ŷ  generated by the 
neutral voice(x) through generator Gx→y. In the discriminator Dy, the Y score is 
closer to 0, the better, indicating that the discriminator Dy can distinguish between 
real happy voice and generated happy voice in the data. Ey~PData(y)[logDy(y)] 
means that the real happy voice data is thrown into the discriminator Dy, and the 
closer the discriminator Dy identifies the score to 1, the better. For the generator 
Gx→y, the goal is to hope that the score of the synthesized happy voice Dy(Gx→y(x)) 
is as close to 1 as possible. Conversely, for the adversarial function of happy to 
neutral Ladv(Gy→x, Dx) is the same logic. 

In cycle-consistency loss, to ensure that the neutral voice and the converted 
happy voice maintain consistent contextual information (same sentence), the neu-
tral voice x is generated through the generator Gx→y to generate the happy voice 
Ŷ  and then restore the neutral speech xλ through the generator Gy→x. Then, we 
calculate the gap between the neutral voice x and the restored voice xλ. The better, 
the smaller the distance. Contrarily, the loss of happiness to neutral follows the 
same logic as the cycle-consistency. The formula is as follows: 

 
( ) ( ) ( )( )

( ) ( )( )
~

~

,

1

1cyc x y y x x PData y x x y

y PData x y y x

L G G E x G G x x

E y G G y y

→ → → →

→ →

= −

+



−

 
 
 

 (3) 

The goal of peer-to-peer mapping is that when the input is real data (emotional 
voice) to the generator, the output is still real data (emotional voice). It means that 
the voice information from the original voice won’t be ignored, distorted, or re-
tained by the generator. It is to ensure that the neutral voice of “Come on” will 
not produce the emotional voice of “How are you” (somewhat similar to super-
vised learning. the input of the discriminator must be a pair, including the output 
of the generator and the input linguistic-information. The formula is as follows: 

 
( ) ( ) ( )

( ) ( )

~

~

, : 1

1

id x y y x y PData x y

x PData y x

L G G E y G y y

E x G x x

→ → →

→

= −

+



−

 

  

 (4) 

This study focuses on the network structure design of two generators (Gx→y and 
Gy→x) and two discriminators (D y and Dx). The generator uses a one-dimensional 
convolutional neural network (1D CNN). It includes down-sampling, residual 
learning, and up-sampling layers, while the discriminator uses a 2D convolutional  
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Figure 4. CycleGAN structure of emotional speech conversion. 
 

neural network. Figure 5 depicts the design in detail. The generator’s one-dimen-
sional convolutional neural network is designed using a gated-1D CNN, and the 
convolutional layer design is based on work by [15]. Its structure is a deep neural 
network containing many different modules. In the input layer and input layer 
design (as shown in the gray block), the upper h, w, and c represent height, width, 
and channel. In the convolution layer, the variables k, c, and s stand for the size of 
the filter or kernel used in the convolution operation, the number of channels, and 
the stride length, respectively. The generator uses one-dimensional convolution 
so that both parameters will be 1*n, n ∈ N. For example, h = 1, w = T, c = 24 on 
the input mean that there will be a total of T frames of 24-dimensional Mel 
cepstral coefficients. So, it can be regarded as a feature with a height of 1, a width 
of T, and 24 channels. In the second convolutional layer, k = 1 × 15 means that 
the filter refers to 15 sound frames at a time, and c = 256 means that there are 256 
filters in total. So, the number of channels of the resulting feature will be 256, and 
s = 1 × 2 represents that the filter convolution operation spans two frames simul-
taneously.  

In terms of number setting, the weight λcyc is 10, Lid sets the weight λid to 5 in 
the first 10,000 training sessions, and 0 after that. Adam optimizer is used, and the 
batch size is set to 1. The generator’s learning rate is set to 0.0002, the discrimina-
tor is set to 0.0001, the momentum term β is set to 0.5, the first 200,000 iterations 
are kept the same, and the number of iterations decreases linearly after each 
200,000. This study does not require time alignment and makes use of a non-par-
allel corpus. 
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Figure 5. CNN design architecture for generator and discriminator. 

4. Experimental Design and Results 
4.1. Corpus Construction 

In this research, Chinese voice models of three characters were produced: a cute 
little girl, a clever little boy, and a neutral narrator. Since this study is aimed at 
children’s storytelling, the timbres that are similar to the voices of cartoon char-
acters will be chosen in the selection of timbres. Table 1 below displays each char-
acter’s pitch and speech rate. We selected professional voice actors with profes-
sional recording studios for emotional voice recording in the recording corpus 
because this study proposes a technical demonstration that can be imported into 
the story robot. It is hoped that the recording quality can be optimized to avoid 
issues such as inconsistent pauses in words caused by the unstable situation of the 
recorder, the speed of speech fluctuating quickly and slowly, incorrect pronunci-
ation, excessive breath sounds, and the generation of legato or ambient sound in-
terference. These issues may make it impossible to distinguish between different 
algorithm optimizations in the follow-up, which would prevent the student re-
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cording method from being used. 
The recording cost of a professional voice actor can reach up to 4 Taiwan region 

dollars per word. As the training corpus increases with the recording of more 
voices, the quality of the voice should also improve. However, an excessive num-
ber of identical corpus recordings will raise the price of recording and manual 
transcription while gradually lowering the marginal benefit of voice quality im-
provement. The balanced corpus can cover about 1340 Chinese pronunciation 
units on average by recording fewer sentences. The creation of a balanced corpus 
can cut down on the number of sentences that must be recorded while maintain-
ing the same voice quality. It can also lower the cost of creating future multi-role 
voices. 

This study uses a set of balanced corpus integrals to determine the optimal 
number of sentences to be recorded. The obtained 200 story text files include Hans 
Christian Andersen, Grimm’s fairy tales, Aesop’s fables, Hsin Yi’s self-made sto-
ries, etc., totaling about 3000 sentences. The average 500 sentences covering 1340 
pronunciation units are screened out by calculating the balance corpus integral. 
The voice actor for a character will record 500 sentences in each of the following 
tones: neutral for neutral sentences, happy for happy sentences, sad for sad sen-
tences, and angry for angry sentences. The number of sentences in our database 
is comparable to the size of emotional databases used in past studies. These in-
clude the German emotional database EmoDB, the Indian emotional database 
IITKGP in Telugu, and the English emotional database SAVEE. 
 

Table 1. Acoustic characteristics and corpus recordings of the three characters. 

Character name Imitated cartoon character Pitch range Speech rate (seconds/word) 

Cute little girl Friendly: Sounds like Magical DoReMi 150~550 Hz Fast 0.25 

Clever boy Smart/talented: Similar to Kenichi Ono’s voice in Chibi Maruko Chan 140~450Hz Slow 0.35 

Neutral narration Open, similar to the voice of Jin in Robocar Poli 200~400 Hz Moderate 0.3 

4.2. Experimental Designs 

This study performs speech synthesis on three multi-character and emotionally 
rich children’s stories, including Going to the Beach Together, A Little Match Girl, 
and Watermelon Girl Chooses the Groom. The average story length is about 2~3 
minutes; each story is about 20~30 sentences, as shown in Table 2 below. This 
study chose Hsin Yi Family Square in Taipei, Taiwan region because parents fre-
quently bring their young children there to play and read.  

In this research, 25 pairs of children aged 4 to 8 and their parents were recruited 
for field studies. Each pair, consisting of a parent and their child, served as a unit. 
The experiment was conducted with one such unit at a time and lasted for ap-
proximately 15 minutes. The child’s gender, age, and whether or not their home 
has a story robot were all filled out at the beginning after we explained the test 
procedure, obtained their consent, and signed the consent form for the video and 
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personal information. We prepared a 10-inch flat-panel story robot on site. The 
tablet story robot includes 9 story voice files and recorded 3 stories with real-per-
son dubbing, google TTS speech synthesis, B company TTS speech synthesis, and 
speech synthesizer by this study. The tablet interface has 12 selection buttons for 
recording files, with next, previous, pause, and volume control buttons. This study 
measured immersion for the young children of those parents after designing a 
MOS evaluation for those parents. 

In this study, four emotions are categorized for each sentence in the story. The 
emotions include happy, sad, angry, and neutral. The emotional voices that the 
sentence should be changed into are determined by averaging the scores, as seen 
in Table 2. After that, we use the character voice model and emotional voice con-
version module to convert each character’s emotional sentences, after which we 
combine all of the sentences into a story. As seen from Table 2, Story 1, Going to 
the Beach Together, has the happiest sentences in the story and is a happy story. 
Story 2, A Little Match Girl, has the saddest sentences in the story, which is a sad 
story. Story 3, Watermelon Girl Chooses the Groom, has the angriest sentences in 
the story and is an angry story. This study investigates the effects of emotional 
speech synthesis in this system using various emotion-oriented stories. 
 

Table 2. Test stories. 

Story name Character Number of sentences Story length (minutes) Happy/Angry/Sad tone (sentences) 

Going to the Beach Together Narrator, rabbit, goat 16 2 9/2/1 

A Little Match Girl Narrator, little girl, boss 40 4 3/5/10 

Watermelon Girl Chooses  
the Groom 

Narrator, Watermelon Girl,  
Mr. Papaya 

30 3 2/8/3 

 

The 5-point Mean Opinion Score (MOS) is to evaluate the difference in the 
scores of parents on naturalness, word error rate, and preference for the same 
story, using google TTS speech synthesis, B company TTS speech synthesis, and 
SSPGS synthesis. It is a 5-point scale, the questionnaire design is depicted in An-
nex, and the story files are given randomly. The way to assess story immersion is 
to ask children to comment on the differences in engagement, liking, and empa-
thizing between real-person dubbing and voice synthesizer in this study for the 
same story. 

In terms of evaluation procedures, this study refer to Costa’ questionnaire items 
[36] and evaluation procedures. In addition to using questionnaires, the evalua-
tion also includes observation (video recording). Only one story was read to each 
child (two audio files). During the storytelling process, the observers made obser-
vations and videos at a distance of about 2 to 3 meters. The observers would ap-
proach for an interview right away after hearing a story file and request to fill out 
a questionnaire. Following the conclusion of the experiment for the day, the ob-
servers would document the children’s body language and facial expressions as 
they watched the story in the video to further support the measurement of story 
engagement, liking, and empathy.  
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The questionnaire consists of six items, measuring engagement (Question 1 & 
Question 4), Liking (Question 3 & Question 6), and empathizing (Question 2 & 
Question 5). Each question is on a seven-point Likert scale, with 1 denoting strong 
disagreement and 7 denoting strong agreement. 

4.3. Experimental Results 
4.3.1. 5-Point Mean Opinion Score (MOS) 
The MOS of this study are depicted in Table 3 below. SSPGS has good perfor-
mance in speech naturalness, word error rate, and preference. First of all, we can 
see that the three speech synthesis systems all achieved scores above 4 for story-
telling voice comprehension. Miss Google outperformed the others, scoring 4.2 
points for storytelling voice intelligibility. The fact that everyone is accustomed to 
Miss Google’s voice is one of the main causes. Although this study is based on the 
voice of A, B, and C systems, almost all respondents can recognize Miss Google, 
and some expressed some intimacy. Second, in the speech naturalness score, 
SSPGS has the highest score, reaching 4.2 points, while Miss Google has the lowest 
score, only 3.58 points. We can see that even though Google has the highest word 
error rate score in the application of storytelling speech synthesis, storytelling is 
not appropriate because Google uses an anchor style. Finally, in the preference 
score, it is evident that SSPGS conducted the best, reaching 4.45 points, higher 
than Google’s 3.4 points and B company’s 3.9 points. It demonstrates that using 
the voices of cartoon characters to create a voice model can produce effective re-
sults.  
 

Table 3. MOS evaluation results. 

Voice system Company B SSPGS Google 

Indicator Word error rate Naturalness Preference Word error rate Naturalness Preference Word error rate Naturalness Preference 

Average score 4.03 4.08 3.9 4.08 4.21 4.45 4.2 3.58 3.4 

Standard deviation 0.718 0.918 0.852 0.768 0.688 0.759 0.649 0.513 0.503 

4.3.2. Story Immersion Measurement 
The immersion measurement result is illustrated in Table 4. We can see that 
SSPGS performs better than real-person dubbing in terms of engagement, liking, 
and empathizing for stories with more upbeat sentences (Going to the Beach To-
gether). However, in the comparison of stories with more sad sentences (A Little 
Match Girl), the scores were lower than those of real-person dubbing in terms of 
engagement, liking, and empathizing. There was no difference in the engagement, 
Liking, and empathizing scores in the story (Watermelon Girl Chooses the 
Groom) contained more angry sentences, according to an analysis of variance. 

This study employed paired t-tests to examine whether there were significant 
differences in story immersion among children when listening to stories narrated 
by real-person dubbing and SSPGS across three different emotional story types: 
happy, sad, and angry. 
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For the happy story type (Going to the Beach Together), the paired t-test re-
vealed a significant difference in immersion levels between real-person dubbing 
and SSPGS (p < 0.001). A possible reason why SSPGS performed better is that the 
three voice models used in this study were trained on speech data recorded by 
professional voice actors imitating popular cartoon characters such as DoReMi 
from Magical DoReMi, Kenichi Ono from Chibi Maruko Chan, and Jin from Ro-
bocar Poli. These characters are well-known and favored by children aged 4 – 8, 
and their voices are often associated with happy emotions in cartoons. In contrast, 
the real-person dubbing was performed by general voice actors, whose voices were 
less familiar to children. This difference in familiarity may have contributed to the 
significant variation in immersion levels. 

For the sad story type (A Little Match Girl), the paired t-test also revealed a 
significant difference in immersion levels between real-person dubbing and 
SSPGS (p < 0.05). A possible explanation for SSPGS’s lower performance is that 
sad stories often contain crying sounds, such as sobbing or choking voices, which 
SSPGS struggled to synthesize naturally. In some cases, these artificially generated 
sobbing effects sounded unnatural or even distorted, making them distracting or 
unpleasant for children, thereby reducing immersion. In contrast, real-person 
dubbing naturally conveyed emotional variations in crying voices, allowing chil-
dren to genuinely feel the sadness in the story. 

For the angry story type (Watermelon Girl Chooses a Groom), the paired t-test 
found no significant difference in immersion levels between real-person dubbing  
 

Table 4. Immersion measurement results. 

 Real-person dubbing SSPGS 

Question item 
Story1: Going  
to the Beach 

Together 

Story2: A 
Little Match 

Girl 

Story3: Watermelon 
Girl Chooses the 

Groom 

Story1: Going  
to the Beach 

Together 

Story2: A 
Little Match 

Girl 

Story3: Watermelon 
Girl Chooses the 

Groom 

Q1: The story is interesting. 4.6 (1.67) 4.6 (1.67) 4.6 (1.59) 5.0 (2.0) 3.8 (1.79) 4.4 (1.89) 

Q2: At the beginning of the 
story, I feel sorry for the little 
match girl. 

4.2 (1.95) 4.4 (1.95) 4.3 (1.72) 4.0 (2.0) 2.2 (1.64) 3.1 (1.82) 

Q3: I enjoy listening to the 
stories. 

4.4 (1.30) 3.8 (1.30) 4.1 (1.49) 4.8 (2.17) 3.2 (1.30) 4.0 (1.74) 

Q4: I really want to know 
how this story ends. 

5.2 (2.35) 5.0 (2.35) 5.1 (1.59) 5.6 (1.14) 4.0 (1.87) 4.8 (1.51) 

Q5: At the end of the story, 
I’m happy for the little 
match girl. 

5.4 (1.30) 4.8 (1.30) 5.1 (1.22) 6.4 (1.34) 4.4 (1.95) 5.4 (1.65) 

Q6: I like this story. 4.8 (1.67) 4.6 (1.67) 4.7 (1.98) 5.6 (1.52) 4.2 (2.17) 4.9 (1.84) 

Liking(Q3 + Q6) 4.6 (1.67) 4.2 (1.48) 4.4 (1.67) 5.2 (1.81) 3.7 (1.77) 4.5 (1.90) 

Engagement(Q1 + Q4) 4.9 (1.20) 4.8 (1.93) 4.9 (1.57) 5.3 (1.57) 3.9 (1.73) 4.6 (1.76) 

Empathizing (Q3 + Q6) 4.8 (1.40) 4.6 (1.58) 4.7 (1.45) 5.2 (2.04) 3.3 (2.06) 4.3 (2.22) 
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and SSPGS (p > 0.05). During the experiment, we observed polarized reactions 
among children toward angry speech. Through interviews with their parents, we 
found that some children were uncomfortable with angry tones, especially if they 
had negative associations with hearing their parents or teachers express anger. 
This factor may have interfered with the effect of voice type on immersion levels, 
diminishing the potential differences between SSPGS and real-person dubbing. 
Based on these findings, future research may consider using a surprised tone in-
stead of an angry tone to minimize external biases and better assess the impact of 
voice synthesis on immersion. 

5. Conclusions 

This study proposed a Chinese storytelling Style speech generation system com-
posed of a text-to-speech system and emotional voice conversion module and de-
veloped three role-neutral speech models. The voice model includes a female voice 
(as a narrator), a cute girl voice (female protagonist), and a low-pitched boy voice 
(male protagonist). As a result, using a CycleGAN, we were able to create an emo-
tional voice conversion module without the need for a parallel corpus. The models 
include neutral→happy, neutral→angry, and neutral→sad models, a total of 9 
transformation models to achieve the happy, angry, and sad voices most often 
needed in stories. 

This study model is tested on the ground with children and parents. The system 
performed well in MOS’s naturalness, word error rate, and preference. Addition-
ally, there is no discernible difference between listening to the story and real-per-
son dubbing in terms of engagement, liking, and empathy when the analysis of 
the difference in story immersion is done. 

5.1. Practical Contribution 

This study aims at the high cost, and time-consuming real-person dubbing pain 
points domestic story robot manufacturers face. Furthermore, it investigates the 
possibility of applying speech synthesis to story robots. As a result, this study cre-
ated an SSPGS with a function for converting emotional speech. The study also 
pioneered the use of parent-child demonstrations with young children as the sub-
ject to demonstrate the distinction between the real-person voice dubbing cur-
rently used and the story voice synthesized by this system. Finally, it attempted to 
address the high cost and time-consuming problem of real-person dubbing. Ad-
ditionally, it offered voice-over services to children’s audiobook publishers so they 
could use speech synthesis to import stories. 

To construct a voice model for a single character in this study, professional 
voice actors were required to record 300 sentences per emotion: neutral, happy, 
sad, and angry, totaling 1200 sentences. The final dataset consisted of approxi-
mately 4800 words. Given that the cost of professional voice recording is $0.15 per 
word, the total cost of recording amounts to $720. Additionally, the annotation of 
4800 words requires a professional annotator working for seven days, leading to 
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an estimated cost of $1000. Furthermore, the training and fine-tuning of the voice 
model incur an additional $1000 to $1200. 

As a result, the estimated total cost for developing a single character’s voice 
model is around $3000. Considering that a single story typically consists of three 
characters, the cost to fully develop voice models for one story amounts to ap-
proximately $9000. However, once these character voice models are established, 
they can be utilized for an unlimited number of stories without additional record-
ing costs. 

In contrast, if human voice actors were to record each story manually, a budget 
of $9000 would allow for the recording of approximately 60000 words. Given that 
each story consists of around 600 words, this budget would only cover 100 stories. 
Thus, in terms of cost efficiency, the proposed model in this study demonstrates 
a significant advantage over traditional human voice recordings, making it a via-
ble alternative for scaling up content production in storytelling applications. 

5.2. Academic Contribution 

This study is the first to develop a speech synthesis and conversion model for the 
Chinese language family in the context of storytelling and to investigate the feasi-
bility of its speech quality. Based on the established technology of cycle generative 
adversarial networks, an emotional voice conversion model was developed. Tak-
ing advantage of CycleGAN’s ability to model without recording parallel corpora, 
an emotional voice conversion framework is proposed. The framework is an emo-
tional speech conversion model that can transform the timbre (spectrum), pitch 
(fundamental frequency F0), and speech rate required by emotional speech under 
the condition of no parallel corpus. Additionally, it makes it possible to change 
neutral speech into happy, angry, and sad emotions, which exacerbates the issue 
of a fixed speech rate/rhythm in CycleGAN-based emotional speech conversion 
regardless of emotion.  

5.3. Future Work 

This study successfully developed a Chinese storytelling-style speech generation 
system and evaluated its performance against Google TTS and a commercial sys-
tem. While these comparisons provide valuable insights, incorporating StarGAN 
could further enhance the evaluation of our system’s performance. StarGAN al-
lows for multi-emotion conversion using a single model, while CycleGAN re-
quires training separate models for each emotional transformation. However, 
StarGAN’s shared feature learning approach can sometimes lead to blended or 
inconsistent emotions, whereas CycleGAN, by training dedicated models, ensures 
more stable and distinct emotional expression. Additionally, StarGAN typically 
requires a larger, well-annotated dataset to achieve optimal performance, whereas 
CycleGAN is more adaptable to smaller datasets, making it more practical for the 
limited availability of high-quality Chinese emotional speech corpora. Moreover, 
StarGAN’s higher computational cost can make real-time speech synthesis more 
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challenging, while CycleGAN’s emotion-specific models offer better processing 
efficiency, making it a more suitable choice for real-time storytelling applications. 

While CycleGAN has demonstrated strong performance in this study, we rec-
ognize the potential advantages of StarGAN and plan to conduct a direct compar-
ative study in the future. This evaluation will focus on speech naturalness, emo-
tional expressiveness, computational efficiency, and the ability to transition 
smoothly between multiple emotions. In summary, CycleGAN was chosen for its 
stability, efficiency, and adaptability to limited datasets, making it the most suita-
ble framework for this study. However, future research will investigate StarGAN’s 
potential to further enhance emotional speech synthesis, ensuring the system 
meets the highest standards of expressiveness, efficiency, and real-world applica-
bility. 
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Annex: Design of MOS Evaluation Questionnaire 

Indicator System sound A System sound B System sound C 

1. Sound liking 
(Preference) 

□I really like this sound 
□I like this sound 
□I like the sound moderately 
□I don't like this sound very 
much 
□I don't like this sound 

□I really like this sound 
□I like this sound 
□I like the sound moderately 
□I don't like this sound very 
much 
□I don't like this sound 

□I really like this sound 
□I like this sound 
□I like the sound moderately 
□I don't like this sound very much 
□I don't like this sound 

Order (represented by 1, 2 
and 3) 

   

2. Sound clarity 
(Word error rate) 

□Excellent, can be completely re-
laxed, does not require concentra-
tion 
□Not bad, needs attention, does 
not require special concentration 
□Fair, moderate concentration 
□Not very good, need to concen-
trate 
□Poor, difficult to understand 
even if you try 

□Excellent, can be completely 
relaxed, does not require 
concentration 
□Not bad, needs attention, 
does not require special 
concentration 
□Fair, moderate concentration 
□Not very good, need to 
concentrate 
□Poor, difficult to understand 
even if you try 

□Excellent, can be completely relaxed, 
does not require concentration 
□Not bad, needs attention, does not 
require special concentration 
□Fair, moderate concentration 
□Not very good, need to concentrate 
□Poor, difficult to understand even 
if you try 

Oder (represented by 1, 2 
and 3) 

   

3. Degree of human-sound-
ing 
(Naturalness) 

□Excellent, it's almost like listening 
to a real-person, sounds natural 
□Not bad, a bit like a real-person 
telling a story 
□It's okay, it's a little fake, it's 
moderately natural 
□Not very good, sounds a little 
weird 
□Poor, very unnatural, very ro-
bot-like 

□Excellent, it's almost like 
listening to a real-person, 
sounds natural 
□Not bad, a bit like a  
real-person telling a story 
□It's okay, it's a little fake, 
it's moderately natural 
□Not very good, sounds a 
little weird 
□Poor, very unnatural, very 
robot-like 

□Excellent, it's almost like listening 
to a real-person, sounds natural 
□Not bad, a bit like a real-person 
telling a story 
□It's okay, it's a little fake, it's 
moderately natural 
□Not very good, sounds a little 
weird 
□Poor, very unnatural, very robot-like 

Oder (represented by 1, 2 
and 3) 
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